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Abstract

Returns to education are variable both within and between educational group. If uncertain

payo�s are a concern to individuals when selecting an education, wage variance is relevant.

The variation is a combination of unobserved heterogeneity and pure uncertainty or risk.

The �rst element is known to the individual, but unknown to the researcher, the second is

unknown to both. As a result, the variance of wages observed in the data will overestimate

the real magnitude of educational uncertainty and the impact that risk has on educational

decisions. In this paper we apply a semiparametric estimation technique to tackle the

selectivity issues. This method does not rely on distributional assumptions of the errors

in the schooling choice and wage equations. Our results suggest that risk is decreasing

in schooling. Private information accounts for a share varying between 0% and 13% of

total wage variance observed depending on the educational level. Finally, we conclude that

the estimation results are very sensitive to the functional relation imposed on the error

structure.
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1 Introduction

Empirical evidence suggests that earnings inequality has increased in the US in the second half of the

past century (Katz and Autor, 1999; Angrist et al., 2006). This observation involves both between and

within educational group inequality (Acemoglu, 1999; Autor et al., 2006) and has attracted attention

to the link between wage variance and schooling. If the variance of wages increases with schooling

level and individuals are risk-averse, the increasing between educational group wage di�erences might

re�ect compensation for risk.

The identi�cation of the causal e�ect of risk on education attainments is complicated by selection

biases (Acemoglu, 2002). Observed wage inequality has to be calculated from truncated wages dis-

tributions. The truncation is an e�ect of private information: individuals possess information about

their tastes and inclinations and will use this information to select their level of education assuring

them the best risk/pay-o� pro�le. Since this private information is not observed, researchers have to

rely on the revealed schooling choices and observed wages and they should not make the mistake to

confuse total observed variance with risk. In our terminology risk is the part of wage variability which

is not foreseeable by the individual and the researcher even with the superior knowledge of private

information. Unobserved heterogeneity, instead, is that part of wage variability that depends on factors

known to the individual, but which are not observable by the researcher. Neglecting to disentangle

risk and heterogeneity will cause an overestimation of risk and, in turn, an underestimation of risk

premium o�ered in the labor market in the form of higher wages. The sum of risk and unobserved

heterogeneity forms what we refer to as wage dispersion.

Understanding what is predictable and what is unknown to the individuals at the time of the

schooling decision has obvious implications for the human capital literature. Disentangling what can

or cannot be anticipated by individuals is also highly relevant for researchers interested in optimal

taxation, saving decisions or consumption smoothing, to name a few1.

In this paper we develop a two stage semiparametric estimation method able to estimate the impor-

tance of uncertainty in measured income variability and to disentangle it from predictable variability,

allowing us to determine how much of income variability is due to luck and risk and how much is

forecastable at the time of schooling decision.

Empirical investigations on this subject are relatively scarce and lead to substantially di�erent

conclusions. Cunha, Heckman and Navarro (2005) (CHN henceforth) and Cunha and Heckman (2007)

(CH henceforth) investigate the e�ect of risk and unobserved heterogeneity on high school graduate's

decision to proceed or not to college. They �nd that around 60% of income variability is predictable

by the individuals ex-ante. Even more substantial is the share of income that Keane and Wolpin

(1997) (KW henceforth) estimate to be foreseeable: about 90%. Chen (2008), on the other hand, �nds

substantially di�erent results: unobserved heterogeneity is much smaller for both high school (7%) and

college graduates (18%)2. In the replication of Chen's paper in Mazza et al. (2013) di�erent �gures

are found: a very substantial unobserved heterogeneity, around 69% for high school graduates and a

very modest �gure of 10% for college graduates 3.

1For a more detailed discussion see, for example, Banks and Diamond (2010)
2Be aware that the table in the published paper of Chen is incorrect. At a later date she published a corrected version

on her website. It is this version that we consider here.
3In Mazza et al. (2013) also UK and German data are considered. For these countries unobserved heterogeneity is
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These di�erent estimates are even more striking if we consider that all the mentioned papers exploit

the same data-set: the National Longitudinal Survey of Youth (NLSY). There might be several reasons

for these diverging conclusions. For one, even though the data source is homogeneous among all these

works, the actual samples used di�er. Both CHN and KW concentrate their analysis on short panels

of white males, while Chen extends her sample in both dimensions by including African Americans

and Hispanic minorities and by stretching the panel covering more time periods. An alternative

reason can be the di�erence in the estimation methods employed. Although the starting point of

all investigations mentioned is the Roy (1951) model, CHN and CH use a nonparametric estimation

technique whereas Chen uses a fully parametric technique and restricts all parameters to be constant

across educational categories. By exploiting a more restrictive model, Chen is able to estimate risk

and unobserved heterogeneity parameters for the full distribution of educational attainments from high

school dropouts to college graduates. On the other hand, both non parametric estimates of CHN and

CH are limited to the binary choice between opting in or out of college.

As we explain below, Chen establishes a causal relation between education and wage dispersion,

estimates a proper measure of risk for all educational categories and disentangles proper risk from

unobserved heterogeneity. In her model, dispersion of wages is the outcome of interest and she applies

the standard parametric selection model a la Heckman (1979) to the polychotomous case. We apply

the same formalization, but we depart from it in an essential aspect: we do not impose normality on the

distribution of disturbances. On top of that, we allow for di�erent wage equations across educational

levels. Our estimation method allows us to produce estimates for the full set of possible educational

choices as in Chen and, at the same time, relax the normality assumption as in CHN and CH.

Parametric methods have undergone increasing criticism for imposing excessive restrictions on a

model (Goldberger, 1983; Vella, 1998; Moretti, 2000). The main issue being that incorrect speci�cation

of the joint distribution of errors of wage and selection equation may lead to inconsistent estimates.

In response researchers (Robinson, 1988; Cosslett, 1991; Ahn and Powell, 1993; Newey, 2009) have

developed alternative approaches relying often on semiparametric estimation methods.

In this paper we contribute to this stream of literature by identifying the model parameters using

a semiparametric estimation method. Our method consists of three steps: (i) the wage equation is

estimated by exploiting the panel structure of the data. From this we retrieve the residuals necessary

in step (iii). (ii) Conditional moments of the schooling choice distribution are estimated using the

semiparametric estimation method proposed by Gallant and Nychka (1987) (GN henceforth) and its

application to polychotomous choice as in Stewart (2004). (iii) The residuals of step (i) are related

to the conditional moments estimated in step (ii) to identify the remaining parameters of our model.

The estimates retrieved by this method are robust to misspeci�cation of error distribution functions

and allow us to minimize the distributional assumptions.

Semiparametric methods so far proposed in the literature tackle either self-selection or unobserved

heterogeneity. Chen and Khan (2007) use kernel weighting schemes and symmetry conditions on the

joint distribution of outcome and selection equation errors obtaining estimates for wage inequality

among college graduates corrected for selection, but do not examine the impact of unobserved hetero-

geneity. Abadie (2002) proposes a method based on instrumental variables concerned with estimation

virtually not existent.
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of causal e�ects on the entire distribution and not only mean e�ects, while Abadie et al. (2002) propose

a generalization of the quantile treatment e�ect estimator for the case that selection into treatment

is endogenous where the �rst step of the econometric model is estimated non parametrically. Abadie

(2002) and Abadie et al. (2002) do not distinguishing between intrinsic heterogeneity and uncertain

shocks.

The contributions of this paper are multiple. Methodologically, we show how risk and unobserved

heterogeneity can be decomposed also in the polychotomous setting by applying a relatively straight-

forward and established semi-parametric method. This will allow us to provide evidence on the causal

e�ect of education on income variability and estimate the level of uncertainty all across the school-

ing distribution. Furthermore we show how parameters estimated with a two step selection model

are greatly a�ected by the assumption imposed on the error structure. By estimating three di�er-

ent speci�cation for our model, one assuming joint normality, the second relaxing the joint normality

assumption, but maintain a linear relationship between the error terms in the choice and outcome

equation and a third �exible speci�cation able to relax both assumptions, we are able to demonstrate

how semiparametric methods relying on linearity in the error terms o�er little advantages over the

parametric counterparts and that more than the assumption of joint normality is the assumption of

linearity that seems to play a crucial role for the estimated parameters in our setting.

With this work we hope to shed some light on the possible reason for discrepant results encountered

in the literature by investigating whether the use of a fully parametric estimation technique is a

determining factor.

Our major empirical �nding is that only a minimal share of future income variability can be

predicted by the individual when selecting into education. The only exception to this result is for high

school graduates. By estimating the parametric counterpart a la Chen on our data and compare it

directly to our semiparametric speci�cation, we are able to show that the extent of selectivity detected is

clearly a�ected by the distributional assumptions imposed. Our estimates place the amount of private

information acted upon below the very substantial one encountered by non-parametric estimation

methods (Cunha et al., 2005; Cunha and Heckman, 2007), but even below the very minimal one found

in previous parametric estimates (Chen, 2008; Mazza et al., 2013).

2 Econometric speci�cation

To identify the magnitude of risk in each education and its impact on individual choices and wages,

two obstacles have to be bypassed: a) observed wage dispersion is not the correct quanti�cation of

true wage dispersion due to self-selection and b) even if we were able to correct for self-selection the

corrected wage dispersion would still pool risk and unobserved heterogeneity together. Chen (2008)

o�ers a solution to both these identi�cation puzzles by dividing the problem into two parts. First

the wage inequality corrected for self-selection is identi�ed and then the unobserved heterogeneity is

separated from risk. The model exploits the panel structure of NLSY to control for time invariant

individual �xed e�ects, as for example taste for education, which are not observable and therefore

could bias estimates if they are not accounted for.
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In the remainder of this section we �rst consider the general setup of the model, then the conse-

quences of this model from the individual view point and lastly, the consequences of the model from

the view point of the researcher or observer.

2.1 General setup

The model presented in Chen is an extension of a classical Roy model (Roy, 1951) with four possible

choices, in which the choice for "occupation" is substituted with a choice for educational level. In

this model individuals (i = 1,..., N) have four possible schooling choices (si): no high school diploma

(si = 0); high school diploma (si = 1); some college (si = 2); and four years of college or more (si = 3).

Individuals are observed in t = 1, ..., T periods; each time period is indexed by subscript (t). The total

number of individuals in the sample will be indicated by N .

For each individual i we will observe one wage yit for each time period t given and the time invariant

educational level si. Which of the four possible wages is observed is determined by the relation:

yit = y0itI(si = 0) + y1itI(si = 1) + y2itI(si = 2) + y3itI(si = 3),

where I(.) is the indicator function equal to one if that particular schooling level is selected and zero

otherwise.

The potential wage (y∗sit) is a latent variable and represents the wage that we would observe in

each category if the subject would have chosen that particular educational level. In other words,

the potential wage is the hypothetical wage that the individual would earn if one of the other three

counterfactual educational levels had been chosen. We assume that it is determined by a linear model:

y∗sit = αs + xitβs + σsesi + ψstεit only observed if si = s, (1)

αs is a schooling speci�c constant, βs is a schooling speci�c vector of coe�cients for the vector of

observable covariates xit, the individual �xed e�ect, capturing unobserved earning potential at school-

ing level s, is represented by the time invariant term σsesi, while and the error term ψstεit denotes

transitory shocks uncorrelated with personal characteristics and across time.4 The transitory shocks

incorporate institutional or macroeconomic shocks uncorrelated with the individual �xed e�ects. The

esi and εit are random variables with zero mean and variance 1. Inequality in potential wages within

schooling levels equals σ2
s +ψ2

st: the sum of a permanent component created by variation in individual

speci�c e�ect and a transitory component.

Individuals �rst select into an education according to their personal tastes and inclinations, in

the second step their wage is revealed and they earn a wage dependent on their schooling choice.

Speci�cally, we observe the wage yit. The assignment to one of the four schooling categories is governed

by the rule:

si = s if asi ≤ σννi < as+1,i for s = 0, 1, 2, 3. (2)

4In the empirical part of Chen it is assumed that βs is constant across schooling levels, apart from the constant. We
allow for the more general case also in our estimations.
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In this expression νi is the unobserved schooling factor known to the individual. It includes taste for

education, motivation and all other factors in�uencing the educational choice of the individual. νi is

unobservable to the researcher. asi is the minimal or maximum level of νi for individuals that choose

schooling level s and it is determined by the relation:

asi = κs − ziθ. (3)

The vector zi contains time invariant observable characteristics, θ is the vector of coe�cients for zi

and κs (with s =0, 1, 2, 3) are constants with κ0 = −∞ and κ4 = ∞, respectively. We assume that

E[εit|νi, xit, zi] = 0 and V ar[ψstεit|νi, xit, zi] = ψ2
st. νi is allowed to be correlated with the �xed e�ect

esi. Furthermore, it is assumed that E[νi|zi] = 0 and V ar[νi|zi] = 1.

To disentangle the share of wage variance due to risk from that caused by unobserved heterogeneity,

we rely on some additional assumptions regarding the disturbances in the outcome and selection

equation. In the literature on risk and heterogeneity the error process is often modeled in a linear

and additive fashion (Carneiro et al., 2003; Cunha et al., 2005; Cunha and Heckman, 2007; Chen,

2008). Although, it has been noted (Vella, 1998) that semiparametric models relying on a linear

structure in the error terms o�er little advantage over their parametric counterpart. Therefore, we

do not impose linearity and we allow the relation between esi and νi to be nonlinear, although the

part of esi not correlated to νi (ξsi) is additive. Note that the assumption of a linear relation (i.e.

σsesi = ρsσsνi + σξsξsi), is a special case of our speci�cation. Such a linear relation conforms closely

with the assumption of a normal distributed error term in the wage equation.

In the empirical part of this paper we compare two di�erent semiparametric speci�cations of our

model relying and not relying on linearity and we show how results are considerably a�ected by this

assumption. In order to be able to separately identify risk and unobserved heterogeneity, we specify

the relation between the individual �xed e�ect in the wage regression and the unobserved schooling

factor as:

σsesi = ρsσsg(νi) + σξsξsi, (4)

with g(νi) an unknown function with variance 1, E[ξsi|νi, xit, zi] = 0, V ar[σξsξsi|νi, xit, zi] = σ2
ξs and

Cov[σsesi, σgg(νi)] = Cov[ρsσsg(νi) + σξsξsi, σgg(νi)] = ρsσsσg. Similar as before, the variance of

g(νi) is put to 1, so that σ2
g is the relevant variance. In essence, this equation captures the idea

that unobserved schooling component and unobserved earning potential are correlated, where the

correlation between the two is indicated by ρs, but since this correlation, whose functional form we

leave unspeci�ed, is not perfect, a random term (σξsξs) is added to the relation.

At this point it is useful to consider the relation between the variance of the �xed e�ects and the

parameters introduced:

V ar[σsesi] = σ2
s = V ar[ρsσsg(νi) + σξsξsi] = ρ2sσ

2
s + σ2

ξs. (5)

From this it follows that:

σ2
ξs = σ2

s(1− ρ2s). (6)
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From this relation we can conclude that potential wage inequality can only be bigger or equal to the

observed one.

2.2 Individual point of view

From the individual viewpoint the expected value of future wages is given by:

E[ysit|νi, xit, zi] = αs + xitβs + ρsσsg(νi). (7)

We assume that the individual knows g(.) and νi. This assumption explains the di�erence between

the individual's and the researcher's view point: the researcher only knows that σννi is in an interval

(cf. equation 2), and therefore the conditioning has to be on an interval in our empirical analysis.

This decomposition of expected wages introduces an important feature of the model. When selection

is positive (i.e.: ρs > 0) the labor market rewards workers with a high taste for education whilst the

opposite occurs when selection is negative (i.e.: ρs < 0).

Since individuals possess a more accurate assessment of their own abilities than researchers, private

information (σννi) has to be accounted for in order to build a true measure of risk. Risk about wage per

schooling level is the variance of permanent and transitory component from the individual viewpoint

that needs to be separated from unobserved heterogeneity. Following Chen, we indicate this risk with

τ2st. Using equation (4) and our assumptions about the moments of the disturbances given above, we

obtain an expression for risk as the variance of the error term in (1) given observed and unobserved

heterogeneity:

τ2st = V ar[σsesi + ψstεit|νi, xit, , zi] = σ2
ξs + ψ2

st = σ2
s(1− ρ2s) + ψ2

st. (8)

If we look at equation (5) we note that, if we condition on νi the individual randomness only comes from

ξsi. As the extent to which wage dispersion is predictable from the personal standpoint is expressed

by the correlation coe�cient ρs, equation (8) makes the formal link between wage dispersion and

private information explicit. In fact, if the correlation between unobserved schooling factor (g(νi)) and

permanent component of wage dispersion (esi) is perfect (i.e.: ρs = ±1) the individual can predict

exactly the permanent part of the wage variability and risk is only caused by transitory shocks (ψ2
st).

Alternatively, if ρs = 0 then the individual does not possess any additional information compared to

the researcher and risk is directly observed in the data.

Rearranging equation (8) as τ2st + ρ2sσ
2
s = σ2

s + ψ2
st helps visualizing how potential wage dispersion

(σ2
s + ψ2

st) is the sum of two elements: the variance of unobserved heterogeneity (ρ2sσ
2
s) and risk (τ2st).

Note also that if correlation between schooling and unobserved tastes for education exists (i.e.: ρs 6= 0)

potential wage dispersion overstates the real degree of risk (τ2st < σ2
s + ψ2

st).

2.3 Researcher's point of view

We next consider the model from the researcher's point of view. Contrary to the individual situation

νi is unknown, but the research does observe the chosen level of schooling and this implies, according

to our model (cf. 2): si = s if asi ≤ σννi ≤ as+1,i. This is the usual sample selection model with

ordered censoring rules. From the assumptions expressed in (4) we obtain that:
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E[σsesi + ψstεit|si = s] = ρsσsE[g(νi)|si = s] (9)

and

V ar[σsesi + ψstεit|si = s] = ρ2sσ
2
sV ar[g(νi)|si = s] + σ2

ξs + ψ2
st. (10)

Ignoring the transitory shocks, substituting (6) into (10) and rearranging, we obtain the variance of

observed wages corrected for truncation:

V ar[σsesi|si = s] = ρ2sσ
2
sV ar[g(νi)|si = s] + σ2

s(1− ρ2s) = σ2
s

(
1− ρ2s(1− V ar[g(νi)|si = s]

)
, (11)

where 0 ≤ 1− V ar(g(νi)|si = s) ≤ 1 and as a result:

0 ≤ 1− ρ2s(1− V ar[g(νi)|si = s]) ≤ 1. (12)

In our model the error term is composed by two elements, the permanent component (σsesi), for

which we have explicated the variance in (10), and the transitory shocks ψstεit. The expression for the

variance of the complete error term is:

V ar[σsesi + ψstεit|si = s] = V ar[σsesi|si = s] + ψ2
st = σ2

s

(
1− ρ2s(1− V ar[g(νi)|si = s]

)
+ ψ2

st (13)

and this variance is smaller or equal than σ2
s + ψ2

st because of (12). We now turn to the estimation of

the model and the identi�cation of the parameters.

3 Semiparametric estimation and identi�cation

A fertile line of research (Cosslett, 1983; Robinson, 1988; Powell, 1989; Cosslett, 1991; Ahn and Powell,

1993; Dahl, 2002; Newey, 2009) has produced semiparametric methods to correct for self-selection with

more limited reliance on distributional assumptions. Generally all these methods imply a two-step

approach, with a speci�ed selection and structural equation and generic selection correction function

and error term density. The assumption that those methods usually imply is:

E[σννi|si = s;xi, zi] = E[σννi|asi ≤ σννi < as+1,i;xi, zi] = hs(ziθ)

,with hs(.) some unknown function. The semiparametric approach di�ers from the parametric one in

two important dimensions: a) no distributional assumption on νi is speci�ed and b) no assumptions

on the joint distribution of the error terms in the selection and outcome equation are made when

estimating E[σsesi + ψstεit|si = s].
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Our starting points is the following factorization of the error term:

σsesi + ψstεit = ρsσsg(νi) + σξsξsi + ψstεit,

where both εit and ξsi are independent of νi. βs from (1) can be consistently estimated by the �xed

e�ect model. It eliminates σsesi by estimating:

(ysit − ȳsi) = (xit − x̄i)βs + (ψstεit − ψsεi), (14)

where ȳsi, x̄i, ψsand εi denote the average over time of the corresponding variables. Chen shows that

the transitory component ψst of the wage inequality is identi�ed through the variance of the error term

in equation (14). Estimates of αs (s=0,1,2,3) are given by:

α̂s =
1

NsT

T∑
t=1

NS∑
i=1

(ysit − xitβ̂s). (15)

As a result we can estimate (σsesi + ψstεit|si = s) in the following way:

̂σsesi + ψstεit = ysit − α̂s − xitβ̂s (16)

for every i = 1, ..N ; t = 1, .., T and for given s.

We assume that σgg(νi) can be approximated by a polynomial of order Q:

σgg(νi) =

Q∑
j=0

α̃j (σνν)
j
. (17)

By increasing Q the function g(νi) can be approximated to any precision required. Note that by

setting Q = 1 this assumption reduces to a linear relation i.e. σsesi = ρsσsg(νi) + σξsξsi . Such a

linear relation closely conforms with the assumption of a normal distributed error term in the wage

equation. From assumption (17) we get:

E[σgg(νi)|si = s] =

Q∑
j=0

α̃jE
[
(σννi)

j |si = s
]
. (18)

As we will show below these conditional expectations E
[
(σννi)

j |si = s
]
can be consistently estimated

for every individual and for every level of schooling. In the usual econometric fashion, we now specify:

(σsesi + ψstεit|si = s) = E[σsesi + ψstεit|si = s] + ςsit (19)

=
ρsσs
σg

Q∑
j=0

α̃jE
[
(σννi)

j |si = s
]

+ ςsit. (20)

So we can �t the Q + 1 conditional moments (including the 0-moment which corresponds to Pr[si =

s], s = 0, 1, 2, 3) to the residuals given s as described in (16). As shown in the appendix, from this

relation we can identify all the parameters of the error structure except for the sign of the correlation ρs.
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It is worth nothing that for the identi�cation of our parameters of interests, the sign of the correlation

coe�cient ρs is not needed as both the parameters capturing risk and unobserved heterogeneity are

only dependent on the square of it.

To estimate the conditional expectations in (20) we estimate the schooling choice by adopting the

semiparametric estimation strategy proposed by Gallant and Nychka (1987) . This estimator does not

require assumptions about the distribution of the error term νi in the selection equation to estimate θ.

The underlying idea of this methodology is to approximate the true density by the product of an order

K series of polynomials and a normal density. In this way, many di�erent features of the unknown

density - the density itself, its mean, variance and higher moments - can be consistently estimated.

The approximation is speci�ed as:

fK(ν) =
1

η

2K∑
k=0

ι∗kν
kφ(ν), (21)

where η is de�ned such that the density integrates to 1.

GN show that estimates of θ are consistent provided that the order of polynomials K increases with

sample size. The non-parametric feature is that the number of terms can increases to in�nity with the

number of observations, but at a slower rate. We focus on the practical application of the method and

not on its asymptotic properties if the number of polynomial expansions tends to in�nity. Thus, as in

van Soest et al. (2002), we work under the assumption that the length of the series approximation is

given. As a result standard properties of (parametric) maximum likelihood apply. The choice of K is

a standard model selection problem that we tackle by applying two di�erent model selection criteria:

the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) and chose the

preferred one according to these measures (van Soest et al., 2002; Stewart, 2004). In principle any

moment generating density other than the normal could be used; the normal density is a convenient

choice since this form nests the ordered probit model which becomes a special case with K = 1 and

K = 2 (Stewart, 2004)5. Using the estimation method of GN will yield consistent estimates of θ, the

interval limits κ2 and κ3 and the variance of the error term νi (σ
2
ν). Since the functional form of the

density of the error term is estimated we can numerically approximate the truncated �rst and second

moments and the variance of the error term from the following expressions:

E[σννi|si = s] =

´ as+1,i

asi
σννifK(σννi)dν

Pr[asi ≤ σννi ≤ as+1,i]
, (22)

E[(σννi)
2|si = s] =

´ as+1,i

asi
(σννi)

2fK(σννi)dν

Pr[asi ≤ σννi ≤ as+1,i]
, (23)

or

5Ordered response models are structurally unidenti�ed because we only observe an unordered discrete dependent
variable. Usually, the following identi�cation restrictions are imposed: (i) one of the interval limits to be estimated is
set to 0 or alternatively no constant is used in the speci�cation and (ii) the variance of the error term is set to unity.
We follow (Stewart, 2004), and use di�erent identi�cation restrictions to ease the estimation: no constant is used and
the �rst interval limit is �xed to its ordered probit estimate. As a result we do estimate the variance of the error term
(σ2
ν in the present setting).
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V ar[σννi|si = s] = E[σ2
νν

2
i |si = s]− E[σννi|si = s]2. (24)

Higher order conditional moments (order j > 2) can also be estimated using6:

E[(σννi)
j |si = s] =

´ as+1,i

asi
(σννi)

jfK(σννi)dν

Pr[asi ≤ σννi ≤ as+1,i]
. (25)

We have now discussed how to identi�ed all parameters of the model without assuming (joint)

normality of the error terms in the wage and choice equations. The only two assumptions that we

need to establish identi�cation are:

1. the error term of the wage equation is given by: σses+ψstεit = ρsσsg(νi)+σξsξsi+ψstεit; where

g(.) is left unspeci�ed;

2. E[εit|νi, xit, zi] = 0, V ar[ψstεit|νi, xit, zi] = ψ2
st, E[ξsi|νi, xit, zi] = 0 and V ar[σξsξsi|νi, xit, zi] =

σ2
ξs.

Bootstrapping will be used to estimate the standard errors of all estimated parameters.

4 Data

We use the National Longitudinal Survey of Youth 1979 (NLSY79) to estimate the parameters of

interest. The survey is a widely exploited data set of 12,686 young American citizens who were 14 to

22 years old in 1979. The participants in the survey were interviewed annually from 1979 until 1994

and biennially from then on. NLSY79 provides information on schooling, labor market experiences,

training expenses, family income, health condition, household composition, region of residence and

environmental characteristics.

4.1 NLSY

The NLSY data comprise four samples: a random sample, an economically disadvantaged sample, a

sample drawn from the military and a random sample of black and Hispanic populations. We limit

our sample in several ways. First we base our estimations on the random sample only. Second, we

restrict our analysis to men between the survey years 1991 and 2010 (calendar years 1990 to 2009) .

We decide to consider only men as their labour supply decisions is not complicated by fertility and

labour market participation issues. As the labour market participation of women is more elastic, if

we were to include them in the analysis we wold have to �rst model their participation decisions,

instead we decide to follow standard practice in the returns to education literature (Willis and Rosen,

1979; Angrist and Krueger, 1991; Card, 1993, 2001; Cameron and Taber, 2004) and in the literature

more directly related to this work (Cunha et al., 2005; Cunha and Heckman, 2007; Chen, 2008) and

restrict our analysis to men only. The wave restriction will allow us to focus on individuals already

out of school and into the labor market. Third, we exclude 1,360 respondents (about 11% of the

6The numerical integration of these conditional moments is relatively straightforward in a software package like R.
The computational burden is relatively modest (more than 3000 approximations in a few seconds) but results become
increasingly imprecise as j increases.
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entire sample) who do not provide information about parental education7, highest grade completed,

exact work experience history, and ability index as de�ned below. Fourth, we drop 133 individuals not

providing any information on hourly rate of pay, our outcome variable. Fifth, since the information

prior to 1978 is limited, we circumscribe our analysis to males aged between 13 and 18 as of that date,

in order to rely on precise information about region of residence at 17. Census region of residence is

essential for the construction of our instrument since we need it in order to construct measures of local

labor market conditions. After having selected the sample according to these guidelines, we have a

balanced panel sample consisting of 3,040 individuals observed in 12 subsequent waves.

Our dependent variables are two: schooling for the choice equation and earnings for the outcome

equation. Schooling is measured as highest schooling level completed in 1990. From this information

we construct four dummies for the highest educational achievement: no high school, high school, college

drop outs and college graduates or beyond. Earnings are de�ned as the logarithm of hourly earnings in

1992 dollars. In our wage regression we exclude observations occurring before 1990 when individuals

were between 25 and 30 years of age. In this way we ensure that all wages are recorded once the �nal

schooling stage has been reached8.

The control variables added both to the schooling and wage equations and presented in Table 1, are

the highest education completed for both parents, the Armed Forces Quali�cation Test score (AFQT),

the family income, the number of siblings and the ethnic origin. All these variables are meant to

control for intrinsic ability and family background of the individual. To control for characteristics

of the geographical area of origin we include a set of dummies for urban area and for the region of

residence at 14 (Northeast, Mid-West, South or West).

The AFQT is a series of four tests in mathematics, science, vocabulary and automotive knowledge.

The test was administered in 1980 to all subjects regardless their age and schooling level. For this

reasons it can include age and schooling e�ects in the ability index that the test is meant to construct.

To correct for these undesirable e�ects we follow a frequently used procedure �rst introduced by Kane

and Rouse (1995) and then adopted by many others (Neal and Johnson, 1996, Cameron and Heckman,

2001, Hansen et al., 2004; Carneiro and Lee, 2009). First we regress the original test score on age

dummies and quarter of birth, then we replace the original test score with the residuals obtained from

this regression.

For family income we use family income at age 17. If no measure for family income at 17 is recorded,

we replace it by family income at the closest age to 17 available.

To allow for a meaningful comparison of our results with previous parametric estimates our sample

selection rules follow quite closely those adopted by Chen (2008). The only noticeable di�erence is

the exclusion of the older cohorts of individuals from our sample due to lack of precise geographical

location information prior to 1978 which is a necessary information for constructing one of our two

instruments. The exclusion of the 1,004 individuals exceeding the imposed age threshold accounts

almost completely for the discrepancy in the sizes between ours and Chen's samples. Sample selection

7Of these 1,360 individuals, 992 are dropped because of missing information for one (or both) parent's highest
educational achievement. For 120 respondents this information is missing because the parent is unknown. The remaining
872 missing values are due to the respondent not knowing this information. For single parent families the value for the
missing parent education is recorded as long as the individual knows it, otherwise the observation is dropped from our
�nal sample.

8Starting our panel at an earlier stage would also create an unbalanced panel in which college graduates would be
underrepresented since it would contain more observations for high school dropouts and graduates.
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could pose a threat to the comparability of our results if older cohorts would systematically di�er

from younger ones in some unobservable manner correlating with productivity traits. In order to

attenuate concerns of selectivity we estimate a simple linear probability model for a series of ability

proxies and demographic characteristics on the probability of belonging to the excluded cohorts. Quite

reassuringly, all variables proxying for ability have an insigni�cant relationship with the probability of

being dropped from our sample. The only two demographics estimated to have a statistically non zero

e�ect are mother education which is positively correlated, but whose e�ect at 0.6% for each additional

year is fairly small and being of Hispanic ethnicity which decreases the probability of being excluded by

4%. Overall, we believe that these results do not point towards systematic di�erences able to account

for the di�erent estimates encountered in the two papers.

A direct comparison between the sample used in our analysis with that used by CHN, which is the

other closely related work to the present one is more problematic. In fact, CHN restrict their sample

to working white males who at least graduated from high school. A direct consequence of this choice is

that all their estimates are based on a smaller NLSY sub sample than ours and Chen's. Intuitively, this

stricter sample selection should eliminate a lot of the observed heterogeneity in the data. Furthermore,

we might expect that this more homogeneous and probably privileged9 group of individuals might have

access to better information and therefore be in the condition of forecasting their future performance

in the labor market more precisely. If this conjecture is true, we might expect that the higher level of

predictability of future earnings on the students' part encountered in CHN might be, at least partially,

driven by the particular sample selected.

Means and standard deviations of dependent and independent variables are given in Table 1. We see

that distribution among the four educational category is quite equal, but a substantial share stopped

after high school, African-Americans are overrepresented and the large majority of respondents was

raised in a urban environment.

The covariates included in the �rst di�erenced wage equation , are experience in the labor market

and its square and local unemployment. Work experience is here de�ned as the cumulative number

of working weeks divided by 49: the amount of working weeks in a calendar year. In this way we

transform work weeks in work years10.

4.2 Choice of instruments

The two instruments that we exploit for identi�cation of the conditional moments are the unemploy-

ment rate in the region of residence at age 17 and an indicator for whether the individual was born in

9Just to form an idea of the socio-economic intra ethnic di�erences existing in the NLSY sample, in our sample
Blacks' and Hispanics' AFQT average score is 53% and 67% that of Whites respectively, while the family income gap is
approximately 53% and 29% in favor of Whites when compared to Blacks and Hispanic respectively.

10A possible concern of including work experience in a wage regression is endogeneity and in order to overcome
the potential bias, in the returns to schooling literature, it is common practice to replace actual work experience with
potential experience de�ned as age minus schooling years minus six. Unfortunately, it is not clear whether this procedure
is to be preferred. In fact, if schooling is endogenous and potential experience depends directly on it, potential experience
would be endogenous as well. Furthermore, some authors (Oaxaca and Regan, 2009; Blau and Kahn, 2013) argue that
replacing potential for actual work experience could introduce additional bias in the estimated coe�cients. For these
reasons and since the paper more closely related to ours (Chen) controls for actual experience in the wage regression,
we have decided to follow in her steps. Nonetheless, as a robustness check, we have performed our estimation replacing
actual with potential work experience. Our main results are not sensitive to this di�erent speci�cation. Results available
on request.
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the �rst or in the second half of the year11. Having an overidenti�ed model allows us to test for the

validity of the combination of the instruments selected via a Sargan-Hansen test. We will present the

results for this test in section 5.1.

Information about unemployment rates are taken from the Current Population Survey (CPS) which

is conducted by the American Bureau of Census for the Bureau of Labor Statistics on a sample of

50,000 American families each month for the last 50 years. The resulting index is di�erentiated by

census macro areas - north-east, mid-west, south and west - corresponding to those available in the

NLSY allowing us to match individuals with their region speci�c index. Unemployment rate is a good
indicator for the general conditions in the economy that any new entrant in the labor market would have

to face. It a�ects human capital accumulation via changes in the opportunity costs of investing into

further education. Even though a large body of empirical evidence on the e�ect of unemployment rate

on schooling decisions point towards a positive correlation for the two variables (Betts and McFarland,

1995; Clark, 2011), theoretically the e�ect is ambiguous. In fact, while we observe poor labor market

conditions decreasing the opportunity costs of schooling encouraging schooling, they also lead to a

decrease in the resources of credit constrained families causing the opposite e�ect. Unemployment

rates have regularly been used as an instrument for schooling decisions (Cameron and Heckman, 2001;

Carneiro et al., 2003, 2011). The unemployment rate of interest is usually the county or state level.

Given the data restriction policy of the NLSY data administrators, we are forced to aggregate at the

census region level12. Therefore, this instrument is constructed similarly to the established procedure

with the only di�erence being the geographical unit of reference. This coarser aggregation level could

spark some concerns for the relevance of our instrument. Fortunately �rst stage estimates show an

e�ect strong enough to rule out concerns about weak instruments.

In Figure 1 we show the unemployment rate in each of the four census regions that our sample is

divided into for the relevant years. From this �gure we can appreciate the between and within cohort

variation that we exploit for our identi�cation. Evidently the �rst is more prominent than the latter.

Previous research exploiting local economic conditions at the time of choice as an instrument

emphasizes the importance of controlling for the current local conditions (Cameron and Heckman,

1998, 2001; Carneiro et al. 2003; Cameron and Taber 2004; Carneiro and Lee 2009). In fact, it

is reasonable to doubt that local unemployment at 17 might correlate with unobservables in wage

equations for the subsequent periods. If that is the case, the instrument would not be exogenous

and therefore invalid. To mitigate this concern we follow Cameron and Taber (2004) and include a

time-varying measure for unemployment rate in the current region of residence directly in the wage

regression. E�ectively we are using the innovations of this measure as instruments. It is worth noting

that, on average, there are 8 years elapsing between the time when we observe our selection terms and

when we �rst observe wages. The assumption is then that, conditional on current unemployment rate,

past economic conditions have no e�ect on present wages.
The second instrument that we employ is an indicator variable for being born early in the calendar

year. A growing literature on the determinants of schooling achievement has found that being among

11We are grateful to one anonymous referee for suggesting this instrument.
12We do not have access to the geocode data since the use is limited to resident researchers at American institutions.
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Figure 1: U.S. Unemployment rate by macro region 1976-1990
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the youngest in your cohort has negative e�ects on the likelihood of acquiring higher levels of education

(Crawford et al., 2011, 2014). This is because younger children tend to perform worse in their �rst

years of education as they are less mature. Falling behind in the �rst years of education might

have long lasting e�ect on educational achievements if regularly being among the lowest achievers

among your peers a�ects motivation and determination, or if it has an impact on ones self-esteem.

Crawford et al. (2014) �nd that for a sample of UK students, the August born individuals, who are

the youngest possible individuals in any given cohort in the UK setting, score sensibly lower than

the oldest individuals within their cohorts in standardized tests. This e�ect is still detectable at age

16. In the US, the cuto� month for student enrollment is January so that all individuals born in the

same calendar year are starting education in September of the year they are turning 6. Therefore,

we create an indicator variable taking value one for individuals born in the �rst half of the year. If

older individuals perform better at the beginning of their educational path due to their relative higher

maturity and if this e�ect persists throughout the educational career, we expect this dummy variable

to be positively correlated with educational achievements.

Our two instruments are orthogonal one from the other and therefore should operate via distinct

channels on the decision to acquire additional schooling, should a�ect di�erent people and obviously

have di�erent range of variation.
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5 Empirical results

As described in Section 3, we �rst estimate the two stages of the selection model estimated on NLSY79

data and then we identify the key parameters of our model: the permanent component of wage disper-

sion (σ2
s); the transitory component of wage dispersion (ψ2

st); the variance of unobserved heterogeneity

(γ2sσ
2
ν) and of risk (τ2st).

5.1 Selection of the preferred model and �rst stage

In the �rst stage we estimate the multivariate choice equation via the GN method discussed in Section

3. In this way we obtain estimates for the density function of the unobserved heterogeneity component

and we can estimate the conditional moments required. From a purely theoretical standpoint, it is

essential for the degree of polynomial K to increase with sample size. Only then the estimates are

consistent. In practical applications, however, this is not possible. To select the best approximation

we apply two standard methods for selection: AIC and BIC. The two methods di�er on how steeply

they penalize model complexity. AIC tends to penalize complexity less than BIC, thus if parsimony is

important BIC should be the preferred criteria. In Table 2 we present the two criteria. On top of that

we present LR-tests on the coe�cients of the polynomial and on the ordered probit.

Table 2: Model comparison
K log likelihood LR-test p-value LR-test p-value LR-test p-value AIC BIC

of OP of K=3 of K-1
OP -2,856.53 5,763.06 5,913.60
3 -2,844.32 24.423 .000 5,742.63 5,905.22
4 -2,844.33 24.410 .000 .01 1.00 .01 1.00 5,744.65 5,913.26
5 -2,844.25 24.559 .000 .14 .93 .15 .70 5,746.50 5,921.13
6 -2,843.57 25.917 .000 1.49 .68 1.36 .24 5,747.14 5,927.79

We start from the 3rd degree polynomial since this is the �rst model generalizing the ordered probit

(OP) to the semiparametric case. The results emerging from the three tests are unambiguous. All

tests select the third degree polynomial expansion as the favored one, therefore we use this speci�cation

to estimate the �rst stage of our selection model13. The LR-test of the SNP models against the OP

formally tests departure from normality. The results shown in table 2 indicate that the OP model is

rejected in all cases demonstrating how we do observe signi�cant di�erences between the �tted density

and the standard normal.

The results of the ordered probit model and the GN procedure at 3rd and 4th degree polynomial

are presented in Table 314. It has to be noted that estimates of θ cannot be compared directly across

models because the variances di�er (Stewart, 2004). What we can compare are ratios of di�erent

13In table 3 we show �rst stage estimates adopting also a 4th degree polynomial. From that table it is evident that
�rst stage results are una�ected by the choice of the degree of expansion. We have experimented also with �ve and six
degree polynomial expansions, but the results remain largely unchanged, the only noteworthy e�ect of increasing the
order of the polynomial expansion is that of increasing the level of signi�cance for the birth in the �rst half instrument.

14Estimation of the 3rd degree polynomial in Stata 14 only takes few seconds and converges quite rapidly after only
7 iterations. Estimation of the complete model is a matter of 1-2 minutes.
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coe�cients from di�erent models. For our purposes, the most relevant result shown in this section

concerns our instruments and their impact on schooling choices irrespective of the selected model.

In our preferred GN(3) speci�cation, the t-statistic of the unemployment rate at 17 is a reassuring

5.62. Birth in the �rst half of the year is statistically signi�cant, but only at 10% level; the associated

t-statistic for this variable is 1.89. In any case, the combinations of our two instruments produce

strong �rst stages. Conventional test for weak identi�cation produce F -statistic of 54.28 ruling out

concerns of weak instruments for this speci�cation, allowing us to conclude that the combination of

our two instruments correlate with schooling decision. Since our model is overidenti�ed, we can check

whether our instruments are truly exogenous by performing a Sargan-Hansen test for overidentifying

restrictions. The null hypothesis that the overidentifying restriction is valid cannot be rejected since the

corresponding p-value is 0.56, it thus appears that our combination of instruments is also exogenous15.

Our two instruments show the expected e�ects on schooling length by being both positive. The �rst

stage estimate for the unemployment instrument supports the opportunity cost story according to

which high unemployment rates encourage individuals to postpone the timing of their entry into the

labor market. The birth instrument is also conforming with the theoretical prediction of relatively older

students being more likely to access higher levels of education probably due to long lasting e�ects of

their relatively older age at the time of school access.

Since the variable measuring schooling is constant over time, we follow Cameron and Taber (2004)

and construct a time-invariance local labor market variable by averaging out for each individual the

values of local unemployment over the years in which the individual is included in the wage regressions

and include this new measure in the �rst stage.

The other covariates all show the expected signs. Parental education, ability and family income are

positively correlated with educational achievements while number of siblings negatively so, although

not signi�cantly. African-American and Hispanic students appear to reach higher levels of education.

Although this is somewhat unexpected, the same result was found by Cameron and Taber (2004) and

Chen (2008) using the same data. It might be explained by the notion that our control variables

capture the initial disadvantage of these groups quite well.

5.2 Wage equation

In Table 4 we report estimates of equation (1). All these estimates are obtained via the �rst di�erence

model as in equation (14) running four separate regression by schooling level allowing, in this way, for

the β's to vary accordingly.

The set of controls includes all the time varying variables: actual experience and its square and

the actual unemployment rate for the year and census area where the individual is currently employed

when wages are measured. The signs for the estimated covariates are the expected ones. Wages

15Specifying the month of birth instrument as a linear trend spanning from 1 to 12 or as four separate birth quartiles
does not change our main results. By varying the functional form in our �rst stage, the probability of acquiring further
education is negatively in�uenced by how late within each year one individual is born, leaving the other covariates
una�ected. Furthermore, the combination of the two exclusion restriction would still be strong - F -test 54.26 for the
linear case and 27.59 for the quartile speci�cation - and the Sargan-Hansen test for the validity of our instrument cannot
reject the null hypothesis of exogenous instruments - p-value .564 in the �rst case and .930 in the second. We decide to
adopt the dichotomous de�nition since in this speci�cation, the variable is statistically di�erent from zero at lower level
of signi�cance. All results available on request.
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Table 3: First stage estimates for di�erent values of K. Dependent variable: educational category.
OP GN(3) GN(4)

Unemployment rate at 17 .113*** (.015) .096*** (.017) .106*** (.019)

Born �rst half .063 (.042) .071* (.038) .076* (.041)

Mean local unemp. over working life -1.169*** (.091) -1.104*** (.076) -1.178*** (.083)

Highest grade mother .026** (.010) .023*** (.009) .026*** (.010)

Highest grade father .049*** (.008) .040*** (.007) .046*** (.008)

Number of siblings -.014 (.010) -.010 (.008) -.012 (.009)

Family income bottom quartile -.069 (.147) -.099 (.121) -.099 (.138)

Family income second quartile -.018 (.147) -.043 (.122) -.039 (.138)

Family income third quartile .060 (.146) -.011 (.122) .026 (.140)

Family income top quartile .210 (.148) .124 (.124) .142 (.143)

AFQT score (adjusted) .026*** (.001) .022*** (.002) .025*** (.002)

Black .523*** (.061) .421*** (.061) .479*** (.072)

Hispanic .319*** (.073) .231*** (.062) .275*** (.073)

Cut-o� point (κ1) -4.997*** (.619) -4.997 (�xed) -4.997 (�xed)

Cut-o� point (κ2) -3.088*** (.613) -3.402*** (.124) -3.244*** (.146)

Cut-o� point (κ3) -2.136*** (.608) -2.571*** (.189) -2.336*** (.219)

Polynomial:

1 -.163 (.157) .041 (.237)

2 -.108*** (.019) -.111** (.046)

3 .056*** (.012) .014 (.019)

4 .013** (.006)

Estimated Moments for νi:

Mean -.079 .167

Variance .784 .895

Skewness .194 .300

Kurtosis 4.753 3.138

N 3,040 3,040 3,040
Note: Geographic and cohort controls added. Geographic controls include the urban dummy and regional

dummies for residence in the four standard census region at 17. Cohort controls are a set of four indicator

variables for age, which ranges between 13 to 18 in 1978. Reference categories: family income missing, whites.

*/**/*** indicate con�dence levels of 10/5/1 percent respectively. Robust standard errors in parentheses.

Table 4: Wage equation. Dependent variable: log hourly wages.
Less than High school Some college 4 yrs. college
high school and beyond

Experience .065*** .069*** .078*** .109***
(.010) (.004) (.006) (.006)

Experience2 -.000* -.000*** -.001*** -.001***
(.000) (.000) (.000) (.000)

Unemployment rate -.010 -.014*** .001 -.011**
(.008) (.004) (.005) (.005)

Constant 1.402*** 1.620*** 1.581*** 1.715***
(.103) (.048) (.068) (.065)

R2 .175 .193 .216 .233
N 508 1,321 592 619

*/**/*** indicate con�dence levels of 10/5/1 percent respectively.
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increase with experience at a decreasing rate and this e�ect is stronger for college graduates, while

high unemployment rates in the area are associated with lower wages.

5.3 Main results

We consider three measures of dispersion: i) the observed wage dispersion given the choice of schooling

(V ar[ysit|si = s, xit, zi]); ii) the potential wage dispersion purged of selection and truncation biases

(σ2
s + ψ2

st); and iii) risk in potential wages, after removing truncation and selection biases and incor-

porating unobserved heterogeneity factors (τ2st). The results are summarized in Table 5 and Figure 2.

We �rst discuss the sensitivity of our results to the di�erent econometric strategies adopted, we then

turn our attention to the consequences of self-selection and truncation and we conclude by examining

the causal link between schooling level and risk.

5.3.1 Model comparison

Table 5 reports three di�erent approaches to estimate the various inequality measures distinguished by

educational categories. The �rst column, labeled �parametric� reports the results of a Heckman type

selection model in which joint normality for the error terms in the selection and outcome equations

is imposed. The second two columns under the �semiparametric� label relax the joint normality

assumption, but di�er in a crucial aspect: while the estimates shown in the �linear� columns (LSP

henceforth) impose a linear relationship between the two error terms, linearity is no longer imposed

for identifying the parameters displayed in the non-linear column (NLSP henceforth). The linear case

(Q = 1) can be tested against the more general nonlinear speci�cation (in our case Q = 3). Not only

are the second and third order polynomial coe�cients simultaneously signi�cant at a 1% level ( test

statistic: χ2(2) = 33.03) also both coe�cients are individually signi�cant at a 1% level (t-ratio's: 6.80

and 5.94). As a result we favor the NLSP model.

The �rst striking feature of the results reported in Table 5 is the similarity of the parameters

shown in the �rst two columns. Whether normality is imposed or not makes very little di�erence for

the estimation of our parameters if the assumption of linearity is maintained. As noted by Vella (1998)

a semiparametric framework relying on a linear relationship in the error terms presents no particular

advantage over the Heckman model and that the coe�cients estimated in this way generally produce

similar results to the parametric counterpart. Our estimates further corroborate this observation.

Equally remarkable is the di�erence that allowing for a non-linear relationship implies for our

results. The parameters in the column labeled as non-linear di�er substantially from the other two

model speci�cations. Only for the college graduates category are the results somewhat robust to the

di�erent assumptions imposed by the three models.

5.3.2 Importance of self-selection and truncation corrections

Observed wage inequality. Panel I reports estimates for observed wage inequality distinguished by its

two components, the transitory and the permanent one. Remember that in our model the transitory

component is an exogenous shock that individuals can not act upon and is estimated via a �xed e�ect

model. Therefore, by construction it is not in�uenced by self-selection nor distributional assumptions
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and its estimates are necessarily equal between the three estimation frameworks. From the table we can

appreciate how the contribution of the transitory component to the observed inequality is very marginal

and falling with educational level. Our result indicate that education o�ers some protection against

idiosyncratic shocks. Transitory variability for college graduates is 75% of the transitory variability

experienced by high school graduates.

For each of our three speci�cations observed wage dispersion is mainly determined by its permanent

component. This result is at odds with Chen for whom observed inequality was almost evenly split

between permanent and transitory components.

Potential wage inequality. If individuals act upon private information about their personal tastes

and inclinations to select the preferred risk/pay-o� pro�le, estimates presented in panel I are biased

measures of the real level of wage dispersion that each schooling level entails.In panel II part C we show

our estimates of the permanent component corrected for selection and truncation biases for our two

semiparametric speci�cations and we compare it directly to our parametric estimates. By confronting

the parameters in panel I.A. with those in II.C. we can immediately note the level of bias detected

by our estimation procedures. Given our theoretical model, correcting for endogenous education will

always result in an underestimation of the potential wage variance by the observed measures of wage

variance 16 and this is what we encounter in our results. It has to be noted that even for the categories

for which we detect some bias, the underestimation of potential by observed wage dispersion is far

from being substantial. Observed wage dispersion accounts for 91% of high school graduates' potential

wage dispersion, and for around 98% for college graduates. These results are higher than any other

previous parametric and non parametric estimations. For Chen the di�erence varies between 2% and

30% depending on educational level. As in the case of the observed wage inequality, the impact of the

transitory component on potential inequality is practically absent. In our preferred speci�cation, both

observed and potential inequality decrease - non-monotonically - by schooling level and high school

dropouts exhibit the largest variance.

The permanent component presented in panel C is corrected for self-selection and truncation, but

it does not account for unobserved schooling factor νi which is included in estimates presented in panel

III section E. It is interesting to compare the two estimates of panel C and panel E since from this

comparison we see the importance of unobserved heterogeneity for wage dispersion. Controlling for

unobserved heterogeneity has little e�ect for each of our three models. In the case of the NLSP model,

it diminishes the estimates of the permanent component for the two middle categories, but has no

e�ect on the estimates for high school dropouts and college graduates, while for the other two models

it has an e�ect on the estimates for the two highest educational categories.

These results are driven by the size of the correlation between wages and schooling factor. For

the NLSP model, the parameter |ρs| in panel D describes a marginal, but statistically signi�cant

correlation between the error terms for the lowest and highest educational categories and a larger

correlation for high school graduates and college dropouts. If we compare the correlation coe�cients

estimated semiparametrically with the parametric and the LSP ones, it is clear that the latter two

tend to be larger compared with the NLSP model, with the only exception of high school graduates.

Given our model, estimates of unobserved heterogeneity in panel E have to be directly a�ected by

16See equation (12).
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the estimated correlation coe�cients. Unobserved heterogeneity in the NLSP model is absent for high

school dropouts and college graduates, but present, albeit small, for high school graduates and college

dropouts. Conversely, in the parametric and LSP case, this parameter explains a bigger share of wage

dispersion for college drop outs and college graduates.

Predictability of wage variance. The decomposition of the two determinants of dispersion - uncer-

tainty and heterogeneity - shows that the contribution of private information to the identi�cation of

a causal relation between risk and wages varies between the four categories. If we concentrate on our

favored NLSP procedure we see that at one extreme, risk explains 100% of wage variability for the

highest and lowest educational categories, at the other, private information accounts for around 12%

of potential wage variability for high school graduates, while for college dropouts private information

accounts for only 2%, which is exactly the same estimate obtained by Chen.

It is interesting to contrast our favored semiparametric with our parametric and linear semipara-

metric estimates for the contribution of unobserved heterogeneity for the identi�cation of the potential

wage dispersion. The estimates diverge considerably. In general the contribution of unobserved hetero-

geneity, even if small also for the parametric and LSP case, is clearly larger than the one detected for

the NLSP case. Additionally, the ordering of the four categories with respect to the unpredictability

that each involve diverges completely. In the �rst two speci�cations high school graduates are those

exposed to higher unpredictability while college graduates sit at the other extreme.

The estimated level of unobserved heterogeneity detected in our NLSP estimation falls short of

that found in Chen and a fortiori also than those found by CHN, but it conforms with the results

encountered in Carneiro et al. (2003) who also found substantial uncertainty when forecasting future

payo�s at the time when schooling decisions are made. Only for one out of four educational categories

self-selection considerably biases estimates of the causal impact of schooling on risk and with the

exception of high school dropouts, individuals seem unable to beat the econometrician in predicting

wage variability.

Possible mechanisms able to explain the negligible advantage that students display over the econo-

metrician when predicting future wages is a misuse of their private information. In fact, in light of

a growing literature in both economics (Jerrim, 2011) and psychology (Kruger and Dunning, 1999)

on students' overcon�dence17 we cannot exclude a priori the possibility that possessing superior in-

formation does not immediately translate into risk minimizing choices. Kruger and Dunnig �nd that

less able individuals tend to overestimate their abilities and are generally less able to produce accurate

prediction of their relative positioning in the wage distribution. Jerrim (2011), for a sample of UK

college students, �nds evidence of a substantial overestimation of their starting salaries. These two dis-

tinct mechanism operating at the two extremes of the educational distribution could, at least partially,

explain the absence of any detectable self-selection that we encounter for those two categories. On the

other hand, we could think that for the type of professions that a high school degree gives access to,

such as clerical occupations or routine manual ones, the variance of wages is less pronounced, making

an accurate estimate of one's future economic outcomes more viable.

17We are grateful to one anonymous referee for pointing us towards this stream of literature and suggesting this
possible mechanism.
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Figure 2: Wage inequality measures by schooling levels

5.3.3 The causal impact of education on risk

Figure 2 summarizes our main �ndings from our preferred speci�cation: the NLSP model. To under-

stand this �gure, concentrate on high school graduates. The observed variance equals 0.536 for this

group (A+B in Table 5), unobserved heterogeneity is estimated at 0.071 and potential wage equal-

ity at 0.587 (C+B in Table 5) for this group. The di�erence is risk: 0.587-0.071 =0.516. Figure 2

shows that observed wage inequality noticeably understates potential wage inequality only for the high

school graduates category. The highest and lowest educational category do not seem to be a�ected

by selection issues. High school drop outs are exposed to a considerable amount of unforeseeable risk

and in general education decreases wage variance and risk. Interestingly, even though potential wage

inequality is higher for high school graduates than for college dropouts, risk is lower for the former

compared to the latter and the higher potential wage variance is explained by increasing unobserved

heterogeneity. Our results point towards the existence of a sheepskin e�ect in the causal relation

between education and risk since high school and college graduates are those experiencing the lowest

level of risk. As in Chen and CHN, we do not �nd any evidence for the existence of a risk return

tradeo� for college education. This contrasts with previous literature on this topic which neglected

to account for selection and truncation biases (Christiansen et al., 2007; Diaz-Serrano et al., 2008).

On the contrary, our results show that investing in college education is not risky per se as it actually

decreases the level of uncertainty that individuals are exposed to. What causes an increase in risk is

dropping out of college. College entry causes a 7% increase in risk, while obtaining a college degree

decreases risk by 15%.
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6 Conclusion

In this paper we apply a two step semiparametric estimation technique imposing minimal assumptions

on the structure of the error terms to distinguish various components of wage variance. We extend the

original parametric technique from the dichotomous to the polychotomous case and to selection models

providing consistent estimates of within education potential wage variation, accounting for selection

and truncation biases and the degree of private information owned by the individuals that might be

used to select their favorite level of education. We are thus able to evaluate the magnitude of wage

risk that every education level entails.

Our analysis o�ers several insights. First, it clearly suggests that procedures that equate variability

with uncertainty might overstate risk and, hence, understate the pricing of it. In fact, at least for high

school graduates, observed wage dispersion does underestimates potential wage dispersion. This gives

an indication that individuals try to act upon their private information when selecting their educational

level, at least in the most predictable cases. Second, we �nd that investing in education has a reducing

e�ect on wage variability, but at a decreasing rate with the largest marginal e�ect encountered when

obtaining an high school diploma; additionally, education o�ers some protection against unpredictable

shocks as our estimated transitory components suggest. Third, in most cases, individuals cannot pre-

dict a larger share of their lifetime income variability compared to the econometrician. Our assessment

of the relevance of unobserved heterogeneity places the degree of private information possessed and

acted upon by individuals below those previously encountered by Cunha et al. (2005) and Cunha and

Heckman (2007) for the semiparametric case and in Chen (2008) for the parametric one. Fourth, by

directly comparing parametric and semiparametric estimates on the same sample we have shown how

relaxing the distributional assumptions does matter greatly. This result indicate that di�erent distri-

butional assumptions might play a role in the contrasting results encountered so far in the literature.

Lastly, we have shown that the type of nonparametric estimation method used and the assumption

imposed when correcting for self-selection and separately identifying unobserved heterogeneity from

risk really matters. Semiparametric methods relying on a linear relationship between the disturbances

in the selection and outcome equation o�er little advantage over the parametric case.

If our results are correct, we have to conclude that individuals cannot do much better than econome-

tricians in predicting future wages. Nonetheless, even though private information is probably present,

what our results show is that uncertainty is empirically dominating. The vast majority of wage vari-

ability is unpredictable to the individuals and econometricians alike and it does not decrease with

schooling. Uncertainty might as well be more complex than mere wage variability across educational

categories. An obvious source of uncertainty is risk of unemployment. If more education reduces the

likelihood of unemployment spells, risk can be reduced by the prospective of a continuous work career.

A complete study of educational risk has to account for both sources of uncertainty: wage variations

and risk of unemployment. We leave this task to future research.
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A Identi�cation of the parameters.

The starting point is the model speci�ed in eqs. (1)-(4). For future reference it is relevant to note that

we can calculate the average of the conditional errors across T or specify it for a speci�c t = t0 in line

with eq (10):

var

[
1

T

T∑
t=1

(σsesi + ψstεit)|si = s

]
= ρ2sσ

2
svar[g(νi)|si = s] + σ2

ξs +
1

T
ψ2
s (26)

var[σsesi + ψst0εit0 |si = s] = ρ2sσ
2
svar[g(νi)|si = s] + σ2

ξs + ψ2
st0 . (27)

From our estimation procedure explained in section 3, we get consistent estimates of αs βs and ψst for

s = 0, 1, 2, 3 and t = 1, ..., T and from this we estimate (σsesi + ψstεit|si = s) for every i = 1, ..N ; t =

1, .., T and for given s.

We assume that σgg(νi) can be approximated by a polynomial of order Q as in (17). If we calculate

the condition expectation of this we get (18). The conditional expectations E
[
(σννi)

j |si = s
]
can be

consistently estimated by (25) for every individual and for every level of schooling.

In the usual econometric fashion we can write:

(σsesi + ψstεit|si = s) = E[σsesi + ψstεit|si = s] + ςsit

=
ρsσs
σg

Q∑
j=0

α̃jE
[
(σννi)

j |si = s
]

+ ςsit. (28)

So we can �t the Q + 1 conditional moments (including the 0-moment which equals Pr[si = s], s =

0, 1, 2, 3) to the residuals ̂(σsesi + ψstεit|si = s). Since there are restrictions on the parameters (the

scale factorsρsσs

σg
are di�erent but the α̃j

′s (j = 0, 1, .., q) are the same) we need to apply NLS to:

σsesi + ψstεit =

(
3∑
s=0

θs · I(si = s)

)
·

 Q∑
j=0

ρ1σ1
σg

α̃jE
[
(σννi)

j |si = s
]+ ςsit, (29)

where I(s = s) = 1 if si = s and 0 otherwise. Furthermore: θs = ρsσs

ρ1σ1
Applying NLS, we obtain the

consistent estimates: ̂ρ1σ1

σg
α̃j ,θ̂0, θ̂2 and θ̂3, j = 0, 1, .., q. 18 We opt for s = 1 as the reference since the

18In the reported estimation we chose Q = 3. For higher order approximations the calculation of the conditional
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estimated e�ect is the largest one (i.e. θ̂0 < 1; θ̂2 < 1 and θ̂3 < 1). In our experience this choice speeds

up the NLS-estimation.

Note that

E

[
ρsσs
σg

σgg(νi)

]
=

3∑
s=0

E

[
ρsσs
σg

σgg(νi)|si = s

]
Pr[si = s] = M1s (30)

and (31)

E

[(
ρsσs
σg

σgg(νi)

)2
]

=

3∑
s=0

E

[(
ρsσs
σg

σgg(νi)

)2

|si = s

]
Pr[si = s] = M2s, (32)

where the conditional moments can be estimated using (25). From this we can estimate var(ρsσs

σg
σgg(νi)) =

ρ2sσ
2
s consistently by:

Ns
Ns − 1

1

Ns

(
NS∑
i=1

M̂2s

)
− Ns
Ns − 1

(
1

Ns

NS∑
i=1

M̂1s

)2

. (33)

We can estimate var
[
ρsσs

σg
σgg(νi)|si = s

]
using both the �rst and second conditional moments that

were already part of (30) and (32). Furthermore we can consistently estimate the variance of (σsesi +

ψstεit|si = s) by the sample variance of ̂σsesi + ψstεit for the sub sample si = s and averaged across

T or for a speci�c t = t0. As a result by using (26) or (27) we can retrieve consistent estimates of σ2
ξs

for s = 0, 1, 2, 3, and therefore, by using

ρs = Cov[esi, g(νi)] =
ρsσs√

ρ2sσ
2
s + σ2

ξs

,

we can estimate |ρs| and consequently σ2
s since we already have consistent estimates of ρ2sσ

2
s for

s = 0, 1, 2, 3. The sign of ρs is not identi�ed. If we would know the sign of one of the ρs for s = 0, 1, 2

or 3, the signs of the other correlations would follow from the estimates of θ0, θ2 and θ3. The reason

that the sign of ρs is not identi�ed is that ρs and g(νi) are always paired in our model and that

there are no restrictions on the signs of the polynomial approximation of g(νi). Note that this is not

important for the main parameters we want to identify, cf. Table 5.

jth-order moments became imprecise if j > 6.
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B Parametric wage equation.

Table 6: Wage equation
Less than High school Some college 4 yrs. college

high school and beyond

Current local unemployment -.045 .140** .195** .191**

(.069) (.044) (.065) (.074)

Experience .125*** .080** .042 .051

(.032) (.025) (.031) (045)

Experience2 -.002* -.001 -.000 -.001

(.001) (.001) (.001) (.001)

Black -.056 -.034 -.178** -.027

(.095) (.059) (.073) (.078)

Hispanic .125 -.024 -.038 -.049

(.089) (.059) (.069) (.085)

AFQT score (adjusted) .006* .004** -.003 .002

(.003) (.001) (.002) (.002)

Highest grade mother .001 -.007 .007 .005

(.012) (.007) (.009) (.010)

Highest grade father .002 -.004 -.001 -.002

(.010) (.007) (.008) (.009)

Number of siblings -.002 -.009 .013 -.003

(.010) (.006) (.008) (.011)

Family income bottom quartile -.362** .036 -.137 .145

(.165) (.126) (.189) (.201)

Family income second quartile -.342** -.000 .014 .177

(.158) (.124) (.188) (.198)

Family income third quartile -.176 .019 -.039 .179

(.158) (.122) (.191) (.194)

Family income top quartile -.137 .057 .005 .296

(.179) (.122) (.183) (.192)

Correction terms : .058 -.023 -.168** -.220**

(.116) (.066) (.071) (.107)

Constant 1.506*** .616** .952** 1.252**

(.423) (.258) (.377) (.450)

R2 .205 .161 .118 .196

N 508 1,321 592 619
Note: Socio-economic controls including dummies for ethnicity, parents education and family income at 14

added. Geographic controls including the urban dummy and three regional dummies for residence at 14 added.

*/**/*** indicate con�dence levels of 10/5/1 percent respectively. Bootstrapped standard errors based on 500

replications in parentheses.
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